Regular Paper

Improved sampling using loopy belief propagation for probabilistic model building genetic programming

Hiroyuki Sato\textsuperscript{a,}\textsuperscript{,}\textsuperscript{b}, Yoshihiko Hasegawa\textsuperscript{b}, Danushka Bollegala\textsuperscript{c}, Hitoshi Iba\textsuperscript{b}

\textsuperscript{a} The Graduate School of Engineering, The University of Tokyo, Japan
\textsuperscript{b} The Graduate School of Information Science and Technology, The University of Tokyo, Japan
\textsuperscript{c} Department of Computer Science, The University of Liverpool, United Kingdom

1. Introduction

In the present paper, we introduce loopy belief propagation (LBP) in probabilistic model building GPs (PMBGPs) in order to generate the most probable solutions in sampling process. We call our novel method as POLE-BP.

Estimation of distribution algorithms (EDAs) are promising evolutionary algorithms and attract much attention from a lot of practical fields. EDAs optimize solution candidates represented by one dimensional arrays as well as Genetic Algorithms (GAs). Although EDA and GA employ the same chromosome representation, EDAs are different from GAs in the sense that EDAs generate new individuals by estimation of probabilistic models and sampling, whereas GAs generate them using genetic operators. EDAs can solve deceptive problems more efficiently than GAs by estimating dependencies between loci [27], which is one of the notable features of EDAs. Because of their effectiveness, many EDAs have been devised by incorporating many distinct statistical and machine learning approaches. Recently, EDAs using loopy belief propagation (LBP) as sampling were proposed in order to improve the sampling process [24,21]. LBP approximately infers marginal and the highest joint probabilities with configurations, and has been applied to a wide range of real world problems [7,6]. In EDAs, the individual with the highest joint probability in learned probabilistic models describes the models most and is often called as most probable solution (MPS). MPS is the individual which most reflects the learned models, and generation of it is important to take advantage of the models efficiently. However, traditional sampling methods used in EDAs, e.g. probabilistic logic sampling (PLS) [15] and Gibbs sampling, do not always generate MPS, and EDAs using only those samplings cannot make the best use of the models. In order to solve this problem, [24,21] generate MPS by LBP in addition to traditional sampling and showed better search performance than existing methods using only traditional samplings (PLS or Gibbs sampling) in benchmark problems.

The estimation of distribution concept employed in EDAs has been applied to the optimization of tree structures, which is traditionally addressed using GP. GP optimizes tree structures using operators, such as crossover and mutation, as well as GA. Numerous improved genetic operators have been proposed because it is difficult to deal with tree structures using only these simple operators. EDAs for tree structures are often called as Genetic Programming-EDAs (GP-EDAs) [11] or Probabilistic Model Building GPs (PMBGPs) [32], and the present paper adopts the latter abbreviation throughout the paper. PMBGP are broadly classified into two types. One type uses probabilistic context free grammar (PCFG) to represent distributions of promising solutions and learns production rule probabilities. The other type is a prototype tree based method, which converts trees to one dimensional arrays and applies EDAs to them. From the viewpoint of probabilistic models, the prototype tree-based method is essentially equivalent to EDAs and hence it can easily incorporate techniques devised in the field of EDA.

We propose POLE-BP [34], the novel prototype tree-based PMBGP with LBP. POLE-BP generates MPS at every generation in addition to normal samplings (i.e. PLS) and makes the optimal use of the learned
probabilistic model. We compare our proposed method against existing methods on three benchmark problems: the problem with no dependencies between nodes (MAX problem), the deceptive problem (Deceptive MAX problem) and the problem with dependencies between nodes (Royal Tree Problem). From results of the experiments, we show that the proposed method competes with the existing method in the deceptive problem and beats the existing method in the problems with no deceptiveness from the point of the number of fitness evaluations to get an optimum solution. Moreover, we investigate behaviors of LBP in the context of PMBGP by observing fitness values and structures generated by LBP, and show reasons why the proposed method does not exhibit search performance improvement in deceptive problems whereas it does in other benchmark problems.

The present paper extends our prior work [34] by studying the effectiveness of LBP in detail. The remainder of the paper is organized as follows. Section 2 introduces related work. Section 3 explains details of the proposed method. Section 4 presents the experimental condition and results, which is followed by the discussion in Section 5. Finally, Section 6 concludes the paper.

2. Related work

We introduce existing PMBGPs and methods using loopy belief propagation as sampling in this section.

2.1. PMBGP: Probabilistic Model Building GP

PMBGPs are extensions of EDAs for tree structures that generate the next population by estimating probabilistic distributions from better individuals and sampling individuals from them. For recent surveys on EDAs, interested reader is directed to [18,14]. PMBGPs are superior to GP in the sense that PMBGPs can search for solutions with a smaller number of fitness evaluations and they can solve problems that conventional GP cannot [10]. Two types of methods are known in the field of PMBGPs.

- Prototype tree-based method.
- PCFG-based method.

The prototype tree-based method translates trees into one dimensional arrays and applies conventional EDAs to them. By contrast, the PCFG-based method expresses individuals with derivation trees and learns their production rules as well as their parameters. Because derivation trees naturally derive functions and programs, PCFG-based methods can estimate position-independent substructures, and so many approaches have been proposed based on these approaches 
[2,29,30,35,36,13]. However, the prototype tree-based methods have advantages over PCFG-based methods because they can readily utilize existing EDAs. Furthermore, the prototype tree-based methods are computationally reasonable even when we consider the dependencies between nodes, whereas PCFG-based methods that consider them are very computationally intensive. In addition, the probabilistic distribution concept is also applied to genetic network programming (GNP) [16,23], which expresses programs using directed graphs as chromosomes [19,20].

2.1.1. Prototype tree-based method

Prototype tree-based methods regard all individuals as \( \alpha \)-ary perfect trees, where \( \alpha \) is the maximum number of arguments among function nodes, and translate them to one dimensional arrays, and then tree structures are optimized by applying EDAs to the translated arrays. Prototype tree-based methods attract considerable attention because they can easily exploit existing EDAs. The first prototype tree-based method is probabilistic incremental program evolution (PIPE) [31], which is an extension of population-based incremental learning (PBIL) [11] for tree structures. PIPE is weak against problems with dependencies between nodes because PIPE assumes that each node is independent of the others. Estimation of distribution programming (EDP) [38] estimates dependencies between nodes, using Bayesian networks. However, EDP is weaker than other methods with structural learning because EDP estimates only fixed parent–child relationships in tree structures. Extended compact GP (ECGP) [33] bases on extended compact GA (ECGA) [9]. ECGP estimates the multivariate dependencies among nodes using the minimum description length (MDL) principle but ECGP cannot estimate building blocks with practical size because of the large number of symbols in GP. Bayesian optimization algorithm (BOA) programming (BOAP) [22] is an application of BOA to tree structures and it uses a zigzag tree as chromosome. Program optimization with linkage estimation (POLE) [12] also estimates the multivariate dependencies among nodes using Bayesian networks.

The conventional prototype tree-based methods listed above employ PLS as sampling. Therefore, those methods waste a part of learning because PLS does not guarantee that MPSSs, which best reflect the learned probabilistic models, will be generated at each generation. In order to overcome this deficiency, we propose an efficient sampling method to generate MPSSs at each generation.

2.2. EDAs and PMBGPs with loopy belief propagation

In a field of EDAs, several algorithms using LBP have been hitherto proposed. Those methods focus on sampling the solution with the highest joint probability. It is difficult to calculate joint probabilities directly for graphical models with complex graph structure, which appear frequently in EDA and PMBGP. However, we can calculate approximate joint probability from approximate local joint probability easily for those complex graphs. The approximate local joint probability is often called as message. The key idea of LBP is message passing, iteration of message updating for getting more accurate approximation of joint probabilities.

Ref. [24] uses EBNA [5] as a foundation and simply applies LBP to generate one individual (MPS) whereas the rest of individuals are generated by PLS. Ref. [24] applies normal EBNA and EBNA-LBP to the Ising problem and shows that LBP boosts the best fitness value in the latter part of the search. Ref. [21] proposes Loopy Substructural Local Search (Loopy SLS), which employs local fitness as the values of factors and all possible individuals are carried over to the next generation if message passing does not converge. Ref. [21] uses BOA [27] as a base method and applies normal BOA, BOA with standard LBP (the same as in [24]) and BOA with Loopy SLS to the trap function. Ref. [21] concludes that Loopy SLS is better than standard LBP when population size is large.

We have already proposed the application of LBP in the contexts of PMBGPs [34], however, the prior work has only shown the effectiveness of LBP in view of the number of fitness evaluations and has not studied how LBP works. In order to discuss roles of LBP in the search process of PMBGP, the present paper applies POLE-BP to three benchmark tests and analyzes not only the number of fitness evaluations but also fitness and tree structures generated by LBP. One of the main contributions in the present paper is the detailed analysis of fitness and tree structures that has not been examined in our prior work [34].

3. The proposed method: POLE-BP

We briefly describe POLE-BP [34] in this section. POLE-BP is the first approach combining PMBGP and LBP. POLE-BP introduces LBP to the sampling process of Program Optimization with Linkage.
estimation (POLE) [12] and guarantees that population includes MPS, which is an individual having the highest joint probability, in each generation.

Prototype tree-based PMBGPs use more symbols than EDAs, which causes the following problems:

1. require more population size and the number of evaluations;
2. difficult to generate MPS by conventional sampling methods because the number of candidate of individual increases extremely.

Using expanded parse tree (EPT) [37], POLE solves the first problem directly and the second problem indirectly. By pushing terminal nodes on trunks to leaves, EPT reduces the number of candidates of the trunk nodes. The reduced number of candidate makes model building easier and requires lesser population size and the lesser number of evaluations. POLE solves the first problem directly in this manner.

In addition, POLE solves the second problem indirectly as follows. The lesser number of candidate of the trunk nodes leads to lesser number of candidate of individuals. This reduced number of candidate of individuals alleviates the difficulty of sampling MPS with conventional sampling algorithms such as PLS or Gibbs sampling.

However, the second problem is not solved completely because the conventional sampling algorithms do not necessarily generate MPS. We focus on solving the second problem completely and improve the search performance using LBP, which is an algorithm that guarantees PMBGPs to generate MPS.

First, we introduce the basic concepts behind our approach and then describe the proposed algorithm.

3.1. POLE: program optimization with linkage estimation

POLE [12] is a conventional PMBGP which employs EPT [37] as its chromosome to solve problems caused by the large number of symbols. Using a special function node $f(x, y, \ldots) = x$, EPT pushes terminal nodes on trunk to leaves. Let $F$ and $T$ be sets of function and terminal nodes, respectively. This operation reduces the number of symbols on trunk from $|F \cup T|$ to $|F \cup \{L\}|$ and makes learning of Bayesian networks easier. We show the difference of normal tree and EPT in Figs. 1 and 2, respectively.

3.2. Loopy belief propagation (loopy max-sum)

Belief Propagation (BP) [26] is an inference algorithm for tree structured graphical models and has some variants depending on objectives. For example, max-sum is the instance of BP and calculates the highest joint probability of those models effectively. LBP is the application of BP to graphical models with arbitrary loopy graph structure and approximately and speedily infers MPS or marginal probabilities. LBP works successfully in many real world applications [7,6], including EDAs. In the present paper, we use the term loopy max-sum to refer to the application of max-sum algorithm to loopy graphs. Loopy max-sum repeatedly updates messages, which are locally calculated joint probabilities, and finally approximately generates MPS from the messages.

In order to apply loopy max-sum to Bayesian networks, we must transform them to equivalent Factor graphs, which are a type of graphical models. It is possible to transform Bayesian networks to equivalent factor graphs. The transformation we used in our proposed method is illustrated in Fig. 3. In Bayesian networks, variable nodes with no parents have prior probabilities, and directed edges represent conditional probabilities. On the other hand, in Factor graphs, factor nodes represent prior and conditional probabilities, and undirected edges represent only the connectivity.

We apply loopy max-sum to the transformed factor graph. Let $x_i$ be $i$th symbol in prototype trees, and $\theta_i$ and $G_i$ be a set of parameters and Bayesian networks, respectively. Then individuals and MPS are represented by

$$x = (x_1, x_2, \ldots)$$

$$x_{MPS} = \arg\max_x P(x; \theta, G).$$

Let $\mu_{f \rightarrow x}$ and $\mu_{x \rightarrow f}$ be messages from factor nodes to variable nodes and those from variable nodes to factor nodes, respectively, and $\{X\}$ and $\{\text{ne}(X)\}$ be the set of adjacent nodes to $X$ and the set of adjacent nodes to $X$ except $Y$, respectively. $f(x_0, \ldots, x_n)$ represents the value of factor $f$ when its adjacent variable nodes are $x_0, \ldots, x_n$. The details of loopy max-sum are described next.

**Fig. 3**. (a) Bayesian network and (b) Factor graph. Dotted lines represent tree structures. Circles are variable nodes and lozenges are factor nodes. (b) is equivalent to (a).

**Fig. 1.** Symbols on normal GP tree

**Fig. 2.** Symbols on EPT
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\begin{equation}
\mu_{x \rightarrow f}(x) = \alpha_{df} + \sum_{i \in \text{neof}} \mu_{f \rightarrow x}(x),
\end{equation}

where \( \alpha_{df} \) is a normalization constant chosen such that
\[ \sum_{x} \mu_{x \rightarrow f}(x) = 0. \]

Step 3: Check termination criteria.
If termination criterion is satisfied, message passing terminates. Otherwise, message passing continues.

Step 4: Get the most probable solution (MPS).
Get the MPS, using Eqs. (7) and (8). \( x_{\text{max}} \) is the most probable instance of an \( x \)th and calculated from messages around an \( i \)th variable node:
\begin{equation}
x_{\text{max}}^i = \text{argmax}_{x_i} \left( \sum_{x_{\text{nei}}} \mu_{f \rightarrow x}(x_i) \right)
\end{equation}
\begin{equation}
x_{\text{MPS}} \approx x^\text{max} = (x_{\text{max}}^1, x_{\text{max}}^2, \ldots)
\end{equation}

3.3. Algorithm

POLE-BP introduces the simplest application of LBP [24] in EDA to PMBGP. As well as [24], POLE-BP transforms estimated Bayesian networks to equivalent Factor graphs and creates MPS by running LBP on them. In addition, although [24] uses max-product, POLE-BP uses max-sum because PMBGP deals with problems accompanied by more symbols than EDA, which results in a underflow problem during the message passing. The details of POLE-BP is described in Algorithm 1.

**Algorithm 1. POLE-BP.**

1. \( g \leftarrow 0 \)
2. \( P_g \leftarrow \text{Initialize } M \text{ individuals by GROW} \)
3. Evaluate \( P_g \)
4. \( \text{while} \) terminate criterion is \textit{False} \( \text{do} \)
5. \( g \leftarrow g + 1 \)
6. \( S_g \leftarrow \text{Select } N(N \leq M) \text{ superior individuals by truncate selection} \)
7. \( B_g \leftarrow \text{Construct Bayesian networks from } S_g \text{ by K2 algorithm} \)
8. \( P_g \leftarrow \text{Sampling } M - 1 \text{ individuals from } B_g \text{ by PLS} \)
9. \( F_g \leftarrow \text{Translate } B_g \text{ to equivalent Factor graph} \)
10. \( P_g \leftarrow \text{Generate MPS by LBP on } F_g \)
11. Evaluate \( P_g \)
12. \( \text{end while} \)

POLE-BP estimates dependencies between varied nodes using Bayesian networks which are learned from scratch at each generation. The process of sampling and probability maximizing is almost same as POLE except generating MPS by LBP.

It is time consuming to calculate posterior probability for complex graph structures. Therefore, we calculate BIC score instead of posterior probability and search the graph structure which maximizes BIC score. Because searching graph structure with the highest BIC score is NP hard problem, we employ K2 algorithm [3] which is one of the greedy search algorithms. Let \( d, S \) and \( r \) be the number of data, the number of nodes and the number of symbols for a node, respectively. As described in [3], time complexity of K2 algorithm is \( O(dS^r) \) in the worst case. In POLE-BP, \( d = N \) and the upper bound of \( r \) is \( |T| \) because terminal nodes have more variation than functional nodes usually. Therefore, the complexity of Bayesian networks construction is \( O(NS^{|T|}) \).

The main sampling method is PLS, which is standard sampling method for Bayesian networks. PLS determines the root symbol firstly, and sample symbols of descendants recursively. PLS requires \( O(MS) \).

After PLS, POLE-BP samples MPS using LBP. As we illustrate in Fig. 3, the number of nodes in factor graph is smaller than \( O(S^2) \). Message passing for a node considers only adjacent nodes (see Eqs. (5) and (6)) and needs smaller calculation than \( O(S^2) \). If we update message \( C \) times for each node, time complexity of LBP is \( O(CS^r) \) multiplying above quantities in the worst case.

Although the difference between POLE and POLE-BP is the way to generate only one individual among several hundreds or thousands individuals, we show that POLE-BP has much higher search performance than POLE on benchmark problems in Section 4.

Let \( t_{\text{eval}} \) be time complexity of fitness evaluation. Adding time complexity of each step, time complexity of whole POLE-BP per generation is \( O(NS^{|T|} + t_{\text{eval}}) \) because \( C \) is much smaller than \( N|T| \) in practice. \( t_{\text{eval}} \) is problem dependent, and we cannot describe generally. We believe that fitness evaluation becomes dominant considering real world applications which require complex fitness calculation.

4. Experiments

In order to evaluate the search performance of the proposed method, we apply POLE-BP, POLE and simple GP (SGP) to three benchmark problems, MAX problem, deceptive MAX (DMAX) problem and royal tree problem and compare their performances. Common parameters in POLE-BP and POLE are described in Table 1, and parameters of SGP are described in Table 2. In POLE-BP, message passing schedule of loopy max-sum is that messages are sent from all factor nodes and variable nodes by turns. A termination criterion is that all nodes send messages 100 times.

4.1. Experimental settings

This section describes two types of experiments: one describes the effect of LBP in view of the number of fitness evaluations (Section 4.1.1), and the other investigates how LBP works and analyzes observed results in detail (Section 4.1.2).

4.1.1. Experiments to show the effects of LBP

First, we compare the average number of fitness evaluations required to obtain an optimum solution by the proposed and existing methods. Because population size \( M \) significantly influences the search performance, the optimal \( M \) is different for various problems and algorithms. Therefore, the population size of each method is determined in the following manner. We start from \( M=100 \), and increase the population size by \( \sqrt{10} \) times. For each population size, we execute 20 runs. If the algorithm obtains the optimum solution 20 times from the 20 runs, we stop increasing the population size and calculate the average number.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M )</td>
<td>Population size</td>
<td>–</td>
</tr>
<tr>
<td>( P_s )</td>
<td>Selection rate</td>
<td>0.1(MAX, DMAX)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2(Royal Tree)</td>
</tr>
<tr>
<td>( P_e )</td>
<td>Elite rate</td>
<td>0.8(MAX, DMAX)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9(Royal Tree)</td>
</tr>
</tbody>
</table>
4.1.2. Experiments to examine function and operation of LBP
criterion has previously been used in [12]. Parameters of POLE-BP, which can make the effectiveness of LBP in the context
We hypothesize that LBP boosts the search performance for
4.2. MAX problem
4.2.1. Result and analysis
Tables 3 and 4 respectively show the average and standard deviation, and the reduction rate of the average number of evaluations ((the average number of fitness evaluations of POLE--that of POLE-BP)/that of POLE * 100), over 20 trails. Fig. 4 visualizes Tables 3 and 4, where tree size is the number of nodes contained in the optimum structure (2^{2p} – 1 in the MAX problem). Furthermore, we carried r-test to see the statistical significance of the results (Table 5). According to Table 5, the P-value for POLE-BP and POLE is smaller than 1% in D_p = 6, 7, 8, and the difference between POLE and POLE-BP for D_p = 6, 7, 8 is statistically significant at 1% significant level. In D_p = 6, 7, 8, LBP reduces the number of fitness evaluations by 27.4% on average. In D_p = 8, POLE-BP and POLE obtain the optimum solution 20 times from the 20 runs with M=630. On this condition, we run POLE-BP and POLE additional 100 runs and analyse how LBP works. Figs. 5 and 6 visualize the average fitness of the best individual and the number of better individuals generated by LBP, building-block-satisfying-rate at each generation and the number of better individuals generated by LBP, respectively. According to Fig. 5, LBP generates individuals with high fitness values more frequently in POLE-BP. Overall, the average fitness of POLE-BP is better than that of POLE. Moreover, the more the LBP generates better individuals, the bigger the difference of fitness is. As can be seen from Fig. 6, POLE-BP generates individuals containing more building blocks at earlier generations than POLE. First, LBP boosts the creation of shallow building blocks with depth 3 or 4. Bayesian networks suitable for such shallow building blocks are learned until the 5th generation. After 6th generation, the number of better individuals found by LBP decreases temporarily. During this interval, it is considered that POLE-BP learned Bayesian networks for deeper building blocks with depth 5 or 6 to increase fitness values. The number of better individuals found using LBP dropped again at 14th generation, indicating that Bayesian networks capable of generating building blocks with depth 5 or 6 are refined to generate those with depth 7 or optimum solutions. Putting Figs. 4–6 together, the superior performance of POLE-BP is achieved by LBP first boosting the generation of building blocks. Once the building blocks are increased, these building blocks improve average fitness values, which eventually leads to the reduction of the number of fitness evaluations to obtain an optimum.

4.3. Deceptive MAX (DMAX) problem
The deceptive MAX problem (DMAX problem) [12] is a deceptive extension of the MAX problem using complex values as terminal nodes. The DMAX problem has the same objective as the MAX problem: to find functions which return the largest real value under the limitation of a maximum tree depth D_p. Symbols used for this

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>Population size</td>
<td>–</td>
</tr>
<tr>
<td>P_e</td>
<td>Elite rate</td>
<td>0.005</td>
</tr>
<tr>
<td>P_c</td>
<td>Crossover rate</td>
<td>0.995</td>
</tr>
<tr>
<td>P_m</td>
<td>Mutation rate</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2
Parameters of SGP.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>Population size</td>
<td>–</td>
</tr>
<tr>
<td>P_e</td>
<td>Elite rate</td>
<td>0.005</td>
</tr>
<tr>
<td>P_c</td>
<td>Crossover rate</td>
<td>0.995</td>
</tr>
<tr>
<td>P_m</td>
<td>Mutation rate</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3
The number of fitness evaluations for the MAX problem.
Table 4
The reduction rate of the number of fitness evaluations by LBP in MAX problem.

<table>
<thead>
<tr>
<th>Dp: Maximum tree depth of the problem</th>
<th>Dp = 5</th>
<th>Dp = 6</th>
<th>Dp = 7</th>
<th>Dp = 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduction rate (%)</td>
<td>12.64</td>
<td>22.82</td>
<td>29.08</td>
<td>30.26</td>
</tr>
</tbody>
</table>

Table 5
r-test. The values represent P-values for the MAX problem.

<table>
<thead>
<tr>
<th>Dp: Maximum tree depth of the problem</th>
<th>Dp = 5</th>
<th>Dp = 6</th>
<th>Dp = 7</th>
<th>Dp = 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLE-BP vs POLE</td>
<td>5.02E–2</td>
<td>2.0E–4</td>
<td>1.02E–6</td>
<td>Underflow</td>
</tr>
<tr>
<td>POLE-BP vs SGP</td>
<td>3.33E–15</td>
<td>Underflow</td>
<td>Underflow</td>
<td>Underflow</td>
</tr>
</tbody>
</table>

Fig. 4. The number of evaluations required for the MAX problem.

Fig. 5. The average fitness of the best individual at each generation in MAX problem (M = 630, Dp = 8).

Fig. 6. Building block satisfying rate of the best individual at each generation in MAX problem (M = 630, Dp = 8).

Table 6
The number of fitness evaluations for the DMAX problem.

<table>
<thead>
<tr>
<th>Dp: Maximum tree depth of the problem</th>
<th>Dp = 3</th>
<th>Dp = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLE-BP</td>
<td>1539</td>
<td>120,708</td>
</tr>
<tr>
<td>St. dev.</td>
<td>(276)</td>
<td>(10,569)</td>
</tr>
<tr>
<td>POLE</td>
<td>1517</td>
<td>122,031</td>
</tr>
<tr>
<td>St. dev.</td>
<td>(283)</td>
<td>(5819)</td>
</tr>
<tr>
<td>SGP</td>
<td>34,875</td>
<td>–</td>
</tr>
<tr>
<td>St. dev.</td>
<td>(4533)</td>
<td>(–)</td>
</tr>
</tbody>
</table>

$$\lambda_3 = \left( -\frac{1}{2} \right)^{\frac{5\sqrt{3}}{2}}$$  \hspace{1cm} (13)

Let us consider the optimum value for the DMAX problem with Dp = 3. In order to get the maximum absolute value, first, create 5\lambda_3 using five \lambda_3 and add5. Then, create (5\lambda_3)^2 = 5^2\lambda_3^2 using 5\lambda_3 and multiply5. However, Re[(5\lambda_3)^2] is negative, and 5^2\lambda_3^2 is not a optimum solution. Therefore, substituting two 5\lambda_4 for two \lambda_3 makes the optimum value, (5\lambda_3)^2(0.95+5)^2 = 2820.3125. We can find that the optimum value with Dp = 4 is (5\lambda_3)^2(0.95+5) = 2.83\times10^{17} in a similar way.

4.3.1. Results and analysis
Table 6 presents the average number of fitness evaluations and standard deviations in 20 trials. Note that SGP could not obtain an optimum solution at Dp = 4. Table 7 shows the reduction rate of the average number of evaluations by LBP, which is visualized in Fig. 7. We additionally carried r-test to confirm the statistical significance of the results (Table 8). Because each P-value between POLE-BP and POLE is larger than 1 %, the performance of POLE-BP may not surpass POLE.

In Dp = 4, POLE-BP and POLE obtain the optimum solution 20 times from the 20 runs with M=6300. Under this condition, we run POLE-BP and POLE additional 100 runs and analyze the behavior of LBP. Figs. 8 and 9 visualize the average fitness of the best individual and the number of better individuals generated by LBP, and building-block-satisfying-rate and the number of better individuals generated by LBP at each generation, respectively. The strong deceptiveness of DMAX problem is caused by rotation on a complex plane using function nodes, and consequently, estimation of function nodes is important. Therefore, Fig. 9 visualizes not only frequency of building blocks but also correct part of function
nodes. From Fig. 8, fitness of the individual generated by LBP is not high. Although the average fitness of POLE-BP is temporarily higher than that of POLE during LBP generating relatively better individuals, there is no difference between generations when two methods finally obtain an optimum solution. As can be seen in Fig. 9, although POLE-BP generates the individual with more building blocks and/or correct function nodes at earlier generation than POLE, POLE catches up with POLE-BP in mid-course. For example, LBP boosted the creation of correct parts of function nodes until 4th generation, however, POLE got to the same level at 5th generation. Regarding building blocks with depth 3, although POLE-BP generated them more frequently from 10th to 15th generations, POLE became to create them as frequently as POLE-BP at 16th generation. Finally, POLE-BP obtained optimum solutions about 90 times at 18th generation whereas POLE did not at all. However, POLE succeeded to obtain optimum solutions at the next generation. Putting Figs. 7–9 together, although LBP works as local search and increases fitness temporarily by finding local optima, LBP does not reduce the number of fitness evaluations to obtain an optimum solution. In deceptive problems because the learned probabilistic model reflects the nature of problems that may lead algorithms to local optima, LBP of such a model is likely to generate locally optimal solutions. POLE-BP, the hybrid approach of POLE and LBP, have shown restrictive power in the deceptive problem, however, we want to note that PMBGP is originally a powerful method in the deceptive problem.

4.4. Royal tree problem

The royal tree problem [28] is an extension of the royal road function [25] to GP. In the royal tree problem, the optimum structure is gotten by combining the building blocks. Symbols used in royal tree problem are described as

$$\mathcal{F} = \{A, B, C, D, E, F\}, \quad \mathcal{T} = \{x\}, \quad x = 1$$

The goal of the royal tree problem is to search a tree structure with the largest score within the limits of a maximum tree depth. An optimum solution is call as Perfect Tree, where each trunk node has

$$\text{Table 7}
\begin{array}{|c|c|c|}
\hline
D_p: \text{Maximum tree depth of the problem} & D_p = 3 & D_p = 4 \\
\hline
\text{Reduction rate (\%)} & -1.45 & 1.08 \\
\hline
\end{array}
$$

$$\text{Table 8}
\begin{array}{|c|c|c|}
\hline
D_p: \text{Maximum tree depth of the problem} & D_p = 3 & D_p = 4 \\
\hline
\text{POLE-BP vs POLE} & 5.78E-1 & 2.75E-1 \\
\text{POLE-BP vs SGP} & \text{Underflow} & - \\
\hline
\end{array}
$$

$$\text{Fig. 7. The number of evaluations required for the DMAX problem.}

$$

$$\text{Fig. 8. The average fitness of the best individual at each generation in DMAX problem (M = 6300, D_p = 4).}

$$

$$\text{Fig. 9. Building block satisfying rate of the best individual at each generation in DMAX problem (M = 6300, D_p = 4).}

$$

the previous alphabet of children (e.g. children nodes of a function D are C). We describe the score function in Algorithm 2. We define that all function nodes take two arguments, so \( n \) at line 5 in Algorithm 2 is 2. \( \text{childOf}(\text{node}, i) \) returns the \( i \)th child of \( \text{node} \), and correct at line 6 means \( \text{child} \) is \( x \) if \( \text{node} \) is \( A \), or \( \text{child} \) is the previous alphabet if \( \text{node} \) is a function except \( A \).

\begin{algorithm}
1: if \( \text{node} \) is \( x \) then
2: \quad return 1
3: else
4: \quad \( s \leftarrow 0 \)
5: 5: for \( i = 1 \) to \( n \) do
6: \quad \( \text{child} \leftarrow \text{childOf}(\text{node}, i) \)
7: \quad if \( \text{child} \) is correct then
8: \quad \quad if \( \text{child} \) is Perfect Tree then
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4.4.1. Results and analysis

Table 9 presents the average number of fitness evaluations and standard deviations in 20 trials. Table 10 shows the reduction rate of the average number of evaluations by LBP. Fig. 10 shows some of the data in Tables 9 and 10. Table 11 represents the results of the t-test, which indicates that POLE-BP is superior to POLE and SGP. According to Table 11, the P-value for POLE-BP and POLE is smaller than 1% in $D_p = 6, 7$, and the difference between POLE and POLE-BP for $D_p = 6, 7$ is statistically significant at 1% significance level. In $D_p = 6, 7$, LBP reduces the number of fitness evaluations by 35.5% on average.

In $D_p = 7$, POLE-BP and POLE obtain the optimum solution 20 times from the 20 runs with $M = 2500$. On this condition, we run POLE-BP and POLE additional 100 runs and analyze the behavior of LBP. Figs. 11 and 12 visualize the average fitness of the best individual and the number of better individuals generated by LBP, building-block-satisfying-rate and the number of better individuals at each generation, respectively. From Fig. 11, we see that LBP generates the best or better individuals, and the average fitness of POLE-BP is higher than that of POLE. A distinguishing point of this result is that LBP generates more better individuals but not the best individual compared to the cases in MAX and DMAX problems. According to Fig. 12, POLE-BP generates the individual with more building blocks at earlier generation than POLE. Until the 10th generation, LBP boosts the generation of shallow building blocks with depths 3, 4, and 5, and Bayesian networks suitable for generation of those shallow building blocks have been learned. After the 10th generation, the number of better individuals found by LBP decreased temporarily. The reason of the decrease is considered that Bayesian networks, capable of generating both deeper building blocks with depth 6 and an optimum solution, are learned during the decreasing interval. From Figs. 10–12, the superiority of POLE-BP against POLE in the royal tree problem can be accounted for by the same mechanism as in the MAX problem:

The average fitness of the best individual at each generation in the Royal tree problem ($M = 2500, D_p = 7$).

5. Discussion

In the previous section, for respective problems, we displayed the reduction of the average number of fitness evaluations by LBP and the behaviors of LBP in a PMBGP. Up to this point, we summarize the
function of LBP in a PMBGP as the following: although LBP stimulates generation of building blocks, degree of the effectiveness differs dependent on the nature of problems. In the MAX problem, the best individual at each generation is apt to be generated by LBP. The MAX problem has no dependencies between nodes, and it is easy to learn probabilistic models for PMBGPs. Because LBP generates the individual which most reflects a good probabilistic model, it often becomes the best individual. From this result, we see that LBP works well in the problem with no dependencies between nodes. However, this is not the case in DMAX problem where strong deceptiveness exists. In DMAX problem, local optima and a global optimum are very distinct in their structures, whereas their fitness values differ only slightly. Although the global optimum of DMAX problem with depth 4 is gotten by combining optimum with depth 3 and the structure whose fitness is a negative value, LBP tends to generate local optima because the probabilistic model that reflects the nature of deceptiveness is learned. Those local optima have somewhat large fitness and contribute to the increase of the average fitness and are used for the construction of probabilistic model for the next generation, which finally gives rise to the acceleration of convergence to local optima. Nevertheless, because DMAX problem requires large population size and LBP generates only one individual, the negative effect is limited and POLE-BP holds the same performance as POLE. The royal tree problem has dependencies between nodes, i.e. deep building blocks are created by combining shallow building blocks, and an optimum solution is eventually obtained by combining these deep building blocks. In the royal tree problem, for a start, probabilistic model for shallow building blocks is learned, and probabilistic model is gradually refined to generate deeper building blocks in the process of learning. Because deep building blocks are gotten by combining shallow building blocks, by generating the individual which reflects probabilistic model in the middle of learning, LBP contributes to the construction of probabilistic models for deep building blocks, which become to create an optimum solution.

In problems without deceptiveness, good probabilistic models toward the global optimum are always learned. Therefore, LBP generates the individual with high fitness, which contributes to the increase of the average fitness and obtaining the global optimum at earlier generation. On the other hand, since probabilistic models that tend to generate local optima are often learned in deceptive problems, LBP generates locally optimal individuals. This is a reason for delay in obtaining the global optimum, however, the delay remains in limited extent because LBP generates only one individual. In addition, we note that LBP works better in problems with more symbols. In the condition of statistically significant $D_p$ ($D_p = 6.7.8$ for the MAX problem and $D_p = 6.7$ for the royal tree problem), LBP reduces more the number of fitness evaluations in royal tree problem (average 35.5%) than MAX problem (average 27.4%). This is considered that royal tree problem has more symbols than MAX problem, and it is more difficult for royal tree problem than MAX problem to generate better solutions by PLS, therefore LBP works better in royal tree problem.

Finally, we discuss the number of optima. Ref. [4] closely examines the behavior of EDA on problems with different numbers of optimal solutions. Ref. [4] shows that although the probability of generation of optima increases monotonically and finally reaches 1 on unimodal problems, multimodal problems make the probability of generation of optima distributed among optima. In other words, multimodality reduces the probability of generation of MPS. Therefore, generation of MPS by LBP should be more effective on multimodal problems than unimodal problems because of the low probability of generation of MPS. However, our experiments show contradictory results. In our experiments, MAX and Royal tree problems are unimodal, and DMAX problem is multimodal. Although LBP improves all measures: the number of evaluations, fitness and building block satisfaction rate on unimodal MAX and Royal tree problems, LBP only improves fitness and building block satisfaction rate on multimodal DMAX problem. We conclude that this contradiction is caused by the strong deceptiveness of DMAX. Because the deceptiveness, which leads MPS to a local optima, is more dominant than multimodality of the DMAX problem, the performance of multimodal DMAX problem does not improve more than the unimodal MAX and Royal tree problem.

6. Conclusion

We proposed POLE-BP, a variant of PMBGP that uses LBP for sampling to generate MPS at each generation. We compared the proposed POLE-BP against existing methods using the number of fitness function evaluations required as the evaluation criterion. Our experimental results showed that POLE-BP's performance is statistically comparable with that of the existing methods for deceptive problems. Moreover, POLE-BP significantly outperformed other methods in non-deceptive problems. We analyzed the fitness and tree structure of individuals produced by our proposed method against that by existing methods and found that LBP often generates local optima in deceptive problems and does not contribute to obtaining an optimum solution. However, LBP generates individuals with many building blocks and contributes to obtaining an optimum solution in non-deceptive problems. So far, almost all of the prototype tree-based PMBGPs have focused only on the of learning probabilistic models. However, we showed that by improving the sampling method we can improve the search performance of PMBGPs, without any modifications to the learning algorithm. We conclude that both the sampling method and the learning algorithm are equally important for improving the search performance.
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