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Part-of-Speech Tagging (POS)

Task of tagging POS tags (Nouns, Verbs, Adjectives, Adverbs, ...) for
words

POS tags provide lot of information about a word

knowing whether a word is noun or verb gives information about
neighbouring words
nouns are preceded by determiners; adjectives and verbs by nouns
useful for Named entity recognition; Machine Translation; Parsing;
Word sense disambiguation

Given a word, we assume it can belong to only one of the POS tags.

POS Tagging problem

Given a sentence S = w1w2....wn consisting of n words, determine the
corresponding tag sequence P = P1P2....Pn
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POS Tagging - Challenges
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POS Tagging - Tagset

Figure: Penn Treebank POS Tags
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POS Tagging - Brown Corpus

Brown Corpus - standard corpus used for POS tagging task

first text corpus of American English

published in 1963-1964 by Francis and Kucera

consists of 1 million words (500 samples of 2000+ words each)

Brown corpus is PoS tagged with Penn TreeBank tagset.

≈ 11% of the word types are ambiguous with regard to POS

≈ 40% of the word tokens are ambiguous

ambiguity for common words. e.g. that
I know that he is honest = preposition (IN)
Yes, that play was nice = determiner (DT)
You can’t to that far = adverb (RB)
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Rule-based Methods

Automatic POS Tagging - Brill Tagger
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Rule-based Methods

Automatic POS Tagging - Brill Tagger
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Rule-based Methods

Automatic POS Tagging: Brill Tagger - Example
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Rule-based Methods

Automatic POS Tagging: Brill Tagger - Sample Final Rules
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Rule-based Methods

Automatic POS Tagging
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Markov Chains

Markov Chains

Probabilistic graphical model for representing probabilistic
assumptions in a graph.

Q = q1, q2, ...., qN : a set of states

A = a01, a02, ....an1, ....., ann : a
transition probability matrix A,
each aij representing the probability
of moving from state i to state j ,
s.t.

∑n
j=1 aij = 1 ∀i

q0, qend : a special start and end
state which are not associated with
observations
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Markov Chains

Markov Chains

π1, π2, ...., πN : an initial probability distribution over states. πi is
the probability that the Markov chain will start in state i .

Markov Assumption:
P(qi |q1, q2, ....., qi−1) = P(qi |qi−1)

P(cold hot cold hot) =
P(cold)P(hot|cold)P(cold |hot)P(hot|cold)
= 0.3 x 0.2 x 0.2 x 0.2
= 0.0024
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Hidden Markov Model

Hidden Markov Model (HMM)

Markov chains are useful for observed events
However, in many cases the events are not observed

Example: POS tagging - POS tags are not observed

HMMs allows us to model both observed events (words that we see)
and hidden events (POS tags).
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Hidden Markov Model

Hidden Markov Model (HMM)
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Hidden Markov Model

HMM - Definition

Markov Assumption: P(q − 1|q1, .....qi−1 = P(qi |qi−1)

Output Independence Assumption:
P(oi |q1, ...., qi , ...., qn, o1, ...., oi , ...., on) = P(oi |qi )
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Hidden Markov Model

A motivating example

Probability of transition to another Urn after picking a ball:

U1 U2 U3

U1 0.1 0.4 0.5
U2 0.6 0.2 0.2
U3 0.3 0.4 0.3
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Hidden Markov Model

A Motivating Example (contd.)

Given: Transition Probabilities

U1 U2 U3

U1 0.1 0.4 0.5
U2 0.6 0.2 0.2
U3 0.3 0.4 0.3

Given: Output Probabilities

R G B
U1 0.3 0.5 0.2
U2 0.1 0.4 0.5
U3 0.6 0.1 0.3

Observation: RRGGBRGR

State Sequence (Urn chosen corresponding to each ball): ?
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Hidden Markov Model

Diagrammatic Representation - 1

Transition Probabilities

U1 U2 U3

U1 0.1 0.4 0.5
U2 0.6 0.2 0.2
U3 0.3 0.4 0.3

Output Probabilities

R G B
U1 0.3 0.5 0.2
U2 0.1 0.4 0.5
U3 0.6 0.1 0.3

Observation: RRGGBRGR
State Sequence (Urn chosen corresponding to each ball): ?
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Hidden Markov Model

Diagrammatic Representation - 2

Transition Probabilities

U1 U2 U3

U1 0.1 0.4 0.5
U2 0.6 0.2 0.2
U3 0.3 0.4 0.3

Output Probabilities

R G B
U1 0.3 0.5 0.2
U2 0.1 0.4 0.5
U3 0.6 0.1 0.3

Observation: RRGGBRGR
State Sequence (Urn chosen corresponding to each ball): ?
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Hidden Markov Model

Example (contd.)

States Set: S = {U1,U2,U3}
Observation Set: V = {R,G ,B}
Observation Sequence:

O = {O1....On}
State Sequence:

Q = {q1....qn}
Initial Probability: ε

εi = P(qi = Ui )

Transition Probabilities (A)

U1 U2 U3

U1 0.1 0.4 0.5
U2 0.6 0.2 0.2
U3 0.3 0.4 0.3

Output Probabilities (B)

R G B
U1 0.3 0.5 0.2
U2 0.1 0.4 0.5
U3 0.6 0.1 0.3

February 28 2019 22 / 47



Hidden Markov Model

Observations and states

O1 O2 O3 O4 O5 O6 O7 O8

OBS: R R G G B R G R
State: S1 S2 S3 S4 S5 S6 S7 S8

Si = U1/U2/U3; A particular state
S: State sequence
O: Observation sequence
S* = ‘best’ possible state (urn) sequence
Goal: Maximize P(S ∗ |O by choosing ‘best’ S

Goal: Maximize P(S |O) where S is the State Sequence and O is the
Observation Sequence

S∗ = argmaxs(P(S |O))
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Hidden Markov Model

O1 O2 O3 O4 O5 O6 O7 O8

OBS: R R G G B R G R
State: S1 S2 S3 S4 S5 S6 S7 S8

P(S |O) = P(S1−8|O1−8)
P(S |O) = P(S1|O)P(S2|S1,O)P(S3|S1−2,O)....P(S8|S1−7,O)

Markov Assumption: a state depends only on the previous state

P(S |O) = P(S1|O)P(S2|S1,O)P(S3|S2,O)....P(S8|S7,O)

Baye’s Theorem

P(A|B) = P(A)P(B|A)
P(B)

P(A): Prior P(B|A): Likelihood

argmaxsP(S |O) = argmaxxP(S)P(O|S)
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Hidden Markov Model

State Transitions Probability

P(S) = P(S1−8)
P(S) = P(S1)P(S2|S1)P(S3|S1−2)P(S4|S1−3)...P(S8|S1−7)

By Markov Assumption (k=1)

P(S) = P(S1)P(S2|S1)P(S3|S2)P(S4|S3)....P(S8|S7)
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Hidden Markov Model

Observations Sequence Probability

P(O|S) =
P(O1|S1−8)P(O2|O1, S1−8)P(O3|O1−2,S1−8)...P(O8|O1−7, S1−8)

Assumption that ball drawn depends only on the Urn Chosen

P(O|S) = P(O1|S1)P(O2|S2)P(O3|S3)....P(O8|S8)

P(S |O) = P(S)P(O|S)

P(S |O) = P(S1)P(S2|S1)P(S3|S2)P(S4|S3)....P(S8|S7)P(O1|S1)
P(O2|S2)P(O3|S3)....P(O8|S8)
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Hidden Markov Model

O0 O1 02 O3 O4 O5 O6 O7 O8

OBS: ε R R G G B R G R
State: S0 S1 S2 S3 S4 S5 S6 S7 S8 S9

P(S).P(O|S)
= [P(O0|S0).P(S1|S0)]

[P(O1|S1).P(S2|S1)]
[P(O2|S2).P(S3|S2)]
[P(O3|S3).P(S4|S3)]
[P(O4|S4).P(S5|S4)]
[P(O5|S5).P(S6|S5)]
[P(O6|S6).P(S7|S6)]
[P(O7|S7).P(S8|S7)]
[P(O8|S8).P(S9|S8)]

States S0 and S9 is introduced
as initial and final states

After S8 the next state is S9
with probability 1, i.e.,
P(S9|S8) == 1

O0 is ε-transition
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Hidden Markov Model

O0 O1 02 O3 O4 O5 O6 O7 O8

OBS: ε R R G G B R G R
State: S0 S1 S2 S3 S4 S5 S6 S7 S8 S9

P(Ok |Sk).P(Sk+1|Sk) = P(Sk
ok−→ Sk+1)
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Hidden Markov Model

Three problems of HMM

Problem 1 (Decoding): Given an observation sequence O and an
HMM λ = (A,B), discover the best hidden state sequence S .

Problem 2 (Computing Likelihood): Given an HMM λ = (A,B)
and an observation sequence O, determine the likelihood P(O|λ).

Problem 3 (Learning) : Given an observation sequence O and the
set of states in the HMM, learn the HMM parameters A and B.
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Viterbi Algorithm

Problem 1 (Decoding): Given an observation sequence O and an
HMM λ = (A,B), discover the best hidden state sequence S .
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Viterbi Algorithm

Viterbi Algorithm for the Urn problem (first two symbols)
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Viterbi Algorithm

HMM - Computational Complexity
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Viterbi Algorithm

HMM - Computational Complexity

if the tree is grown in this manner

RRGGBRGR - Observation Sequence length = 9 (including epsilon)
at each level multiply the node by 3
level 1 (ε) - 31, at level 2 (R) - 32, ...at level 9 (R) - 39 (nodes at leaf)
complexity without restriction = |S ||o|

|S | = Number o States, |O| = length of the observation sequence
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Viterbi Algorithm

Viterbi Algorithm for the Urn problem (first two symbols)

At every stage, we only keep three nodes
at the end of observation sequence - we have three nodes (total nodes
- 3 x 8)
complexity comes down from |S ||o| to |S |.|o|
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Viterbi Algorithm

Probabilistic FSM
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Viterbi Algorithm

Probabilistic FSM (contd.)
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Viterbi Algorithm

Probabilistic FSM (contd.)
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Viterbi Algorithm

Tabular Representation of the Tree

ε a1 a2 a1 a2
S1 1.0 (1.0*0.1,0.0*0.2)

= (0.1,0.0)
(0.02,
0.09)

(0.009,
0.012)

(0.0024,
0.0081)

S2 0.0 (1.0*0.3,0.0*0.3)
= (0.3,0.0)

(0.04,
0.06)

(0.027,
0.018)

(0.0048,
0.0054)

Number of columns = length of observation sequence +1 (ε )

Rows - ending state
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HMM-POS Tagging Example

HMM - POS Tagging

Goal: choose the most probable tag sequence given the observation
sequence of n words ŵn

1

Using Bayes’ rule

Simplifying further by dropping the denominator
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HMM-POS Tagging Example

HMM - POS Tagging

HMM makes two further assumptions:
1 probability of a word depends only on its tag and is independent of

neighbouring words and tags

2 probability of a word depends only on its tag and is independent of
neighbouring words and tags

Using these simplifications:
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HMM-POS Tagging Example

HMM - POS Tagging

Figure: Markov chain corresponding to the hidden states of HMM. The transition
probabilities A are used to compute the prior probability.
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HMM-POS Tagging Example

HMM - POS Tagging

Figure: Observation likelihoods B for the HMM.
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HMM-POS Tagging Example

HMM - POS Tagging

Figure: Observation likelihoods B for the HMM.
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HMM-POS Tagging Example

Viterbi Algorithm - Pseudocode
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HMM-POS Tagging Example

POS Tagging - Example

Janet will back the bill

Janet/NNP will/MD back/VB the/DT bill/NN
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HMM-POS Tagging Example

POS Tagging - Example

Janet will back the bill

Janet/NNP will/MD back/VB the/DT bill/NN
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HMM-POS Tagging Example

POS Tagging - Example

Janet will back the bill
Janet/NNP will/MD back/VB the/DT bill/NN
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