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Webからの関係抽出とそれを利用した関係検索
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In this talk, I will introduce the problem of extracting semantic relations between entities from the Web. First,
I will introduce the prior research work in this area and then explain potential applications of relation extraction.
The talk is intended as an overview in Web-based semantic relation extraction. This supplementary paper contains
related references that will be useful for the interested participants to obtain further technical details.

1. Semantic Relations between Entities

Entities and relations are omnipresent in Web data. Web

texts such as online newspaper articles, blog posts, encyclo-

pedic resources such as Wikipedia∗1, online social networks

such as Facebook∗2 contain numerous types of named en-

tities such as people, organizations, locations, and prod-

ucts. Entities are often closely connected to other entities

in the Web via numerous semantic relations. For example,

one company might acquire another company or one person

might get married to another. Organizing the information

in the Web as a network of inter-connected entities via se-

mantic relations is useful for both visualization purposes as

well as efficient information retrieval. As a concrete exam-

ple, the online social search system SPYSEE∗3 organizes

people based on typical semantic relations that exist be-

tween people.

Correct identification of semantic relations between en-

tities is an important first step in numerous tasks. For

example, in Web Information Retrieval [18], if a user issues

a query regarding a particular person, then we can return

results not only about that person but also about his or

her place of work, colleagues etc. to improve the search ex-

perience. However, extracting semantic relations from web

texts is a challenging task due to several reasons. First,

entity resolution is a difficult problem in the Web. Multi-

ple entities such as people might have the same name (i.e.

namesake disambiguation problem) [3] as well as a single

entity might be referred to by multiple names (i.e. name

alias detection problem) [6]. For example, for the name Jim

Clarke, we find numerous results on the Web for both the

late F1 racing champion as well as for the Netscape founder.

On the other hand, Will Smith is popularly known as the

fresh prince in Web contexts. If we cannot correctly re-

solve the entities, then it becomes impossible to correctly

extract relations among those entities. Second, there can

be multiple semantic relations between two given entities

[4]. For example, ostrich is the largest bird as well as a

flightless bird. Third, a semantic relation can be expressed

in numerous ways – both X acquired Y as well as X pur-

連絡先: 7-3-1, Hongo, Bunkyo-ku, Tokyo, 113-8656, Japan.
danushka@iba.t.u-tokyo.ac.jp

∗1 http://www.wikipedia.org/

∗2 http://www.facebook.com/

∗3 http://spysee.jp/

chased Y indicate an ACQUISITION relation between X

and Y. To identify relations, we must correctly map the dif-

ferent paraphrases to each relation. The term relation type

is often used to refer to a particular semantic relation (e.g.

ACQUISITION) whereas, the term relation instance refers

to a particular instance of a relation type (e.g. (Google,

YouTube) is an instance of ACQUSITION).

2. Problem Settings and Approaches

Relation extraction can be broadly classified into two cat-

egories: sentence-level and corpus-level. In sentence-level

relation extraction [7, 20, 19], we are required to determine

whether a particular semantic relation exists between two

given entities. Therefore, it can be seen as a binary classifi-

cation problem in which we are required to classify a given

sentence as positive only if the relation R holds between the

two entities ei and ej in a sentence sk. In domains where

the set of relation types that we are interested in extracting

is pre-specified, we can use labeled training data to train a

binary classifier for each relation type or alternatively train

a single multi-class classifier for all relation types. How-

ever, in the case of a single multi-class relational classifier,

we must first filter-out cases where there is no relation be-

tween the two entities.

On the other hand, in the corpus-level relation extrac-

tion setting, we are given a text corpus and are required

to extract all relation instances that exist between all pairs

of entities. This setting is also known as Open Informa-

tion Extraction (Open IE) [21, 2, 17, 1, 9, 8, 14]. In this

setting, the set of relation types is not given in advance.

Open IE can be seen as an unsupervised semantic relation

extraction task that closely models the relation extraction

scenario encountered on the Web [5]. However, this is a

challenging setting and some form of a supervision is often

required to improve the accuracy of the relation extraction.

One popular method of supervision is to provide a small

number of seed instances of the relation type that we are

interested in extracting. In addition, we can also provide

a few extraction patterns for the relation type. Both seed

instances as well as seed patterns are then used in a boot-

strapping algorithm to extract more relation instances for

the relation type [15]. This approach is often referred to as

semi-supervision, weak-supervision or distant supervision in

the literature. However, it has been shown that after few
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iterations of the bootstrapping process, there is a risk of ex-

tracting relation instances that are not related to the seeds.

This phenomenon is called the semantic drift, and control

measures must be taken to avoid it in practice. Moreover,

the bootstrapping process is shown to be sensitive to the

initial seeds [13].

3. Applications

Relation extraction has been successfully used in numer-

ous tasks such as information retrieval, paraphrase extrac-

tion, and social network mining. Next, I will describe sev-

eral use cases of relation extraction.

Latent Relational Search∗4 is a novel search paradigm

that focuses on the implicit semantic relations between two

entity pairs [11]. Given three entities A, B, and C, in latent

relational search we retrieve entities D for which the se-

mantic relation between A and B is similar to that between

C and D. For example, given the relational search query

(U.S., Lady Gaga), (Japan, ?), we would like to retrieve en-

tities that have similar semantic relations to Japan as the

semantic relations between U.S. and Lady Gaga. Latent re-

lational search is useful when we cannot explicitly state the

relation that we would like to search. In the previous exam-

ple, there can be various semantic relations between Lady

Gaga and U.S. such as Lady Gaga being a U.S. singer, an

fashion idol, and a philanthropist. As an interesting exten-

sion of the latent relational search paradigm, Duc et al. [10]

proposed cross-lingual latent relational search. In this set-

ting, the two entities A and B in a relational search query

is given in one (source) language, and the third entity C

is given in a different (target) language. For example, a

cross-lingual latent relational search engine can be used to

answer the query (U.S., Barak Obama), (日本,?). Here, the

cross-lingual latent relational search engine must return en-

tity names in Japanese that has similar relations with 日本
(Japan) as to Barak Obama with U.S.

Relation extraction is useful for visualization and navi-

gation in a large corpus. We can perform vertical searches

along one or more semantic relations. Entity Cube∗5 by Mi-

crosoft Research is an interesting tool that enables a user

to visualize and search information on entities using the

semantic relations among those entities. Considering the

vast amounts of textual data available electronically, such

visualization and navigation techniques will be important

in the near future.

Social networks such as Facebook has gained tremendous

popularity over the last few years. When a new user joins

an online social networking system, initially however that

user will have fewer number of connections (friends). With

insufficient link information it is difficult to accurately rec-

ommend friends to new users. This scenario is often re-

ferred to as the cold start problem. Relation extraction can

be used to find people related to a particular person such

as friends, colleagues, co-authors, etc. from Web texts for

recommendation purposes.

∗4 http://www.milresh.com/

∗5 http://entitycube.research.microsoft.com/

4. Future Research Directions

Despite the numerous potential applications of relation

extraction and the research work conducted in the natural

language processing field, there are many unsolved issues in

relation extraction. Two important research directions are

discussed below.

Much research in relation extraction focus on binomial

relations that involve two entities. Although most seman-

tic relations can be considered as predicates with two ar-

guments, there are semantic relations that involve more

than two entities. For example, in Twitter∗6, user A might

favourite a tweet T posted by another user B. Therefore,

the relation FAVOURITES involves all three entities A, B,

and T . Although it is possible in principle to decompose

a multinomial relation into a set of binomial relations, in

doing so we loose the important constraint that all argu-

ments originally satisfied the same predicate. Methods that

can represent and extract variable size multinomial rela-

tions without breaking them into binomial relations must

be studied in the future.

Similar to entities, relations can also be ambiguous. Am-

biguity in semantic relations can appear at multiple com-

plexity levels. First, there is lexical ambiguity in which sin-

gle lexical pattern can subsume multiple semantic relations.

This type of ambiguity is closely related to the Word Sense

Disambiguation (WSD) problem. Second, given a set of n

entities we must test a maximum of n(n − 1)/2 number of

pairs (for binomial relations) for the existence of a semantic

relation. Trying all pairs in large datasets such as the Web

is infeasible and some sort of locality constraints must be

imposed. In the extreme, we can limit relation extraction

to entities in the same sentence. These constrains can be

relaxed if we consider co-reference chains in texts [12]. This

referential ambiguity in semantic relations must be carefully

studied in future research to both improve the coverage of

relation extraction as well as to improve its scalability.

5. Semantic Relations and AI

Building an AI system requires two fundamental tasks:

knowledge representation and inference. Both those tasks

can be seen as relation extraction tasks. Classical knowl-

edge representation methods such as first order logic repre-

sents a knowledge base as a set of deterministic rules which

consists of predicates and arguments. Arguments can be

seen as entities, and predicates corresponds to semantic re-

lations. Therefore, relation extraction from raw text can

be considered as the task of extracting the knowledge base

required by an AI system. Next, the inference process can

also be seen as a one of relation detection between existing

knowledge and newly encountered fact that must be ver-

ified. If a series of relations can be found that connects

one or more relational predicates in the existing knowledge

base to the newly encountered fact, then we can say that

we can infer the newly encountered fact from our existing

knowledge base. By replacing deterministic rules with prob-

∗6 https://twitter.com/
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abilistic ones and by conducting probabilistic inference, it

is possible to model the real-world information more accu-

rately [16].
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